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Multi-Variate Calculus
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Gradient Descent Algorithm (GDA)
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Backpropagation

• An important component in artificial neural networks (ANNs) is the training of the 
weights based upon labeled training data via backpropagation processing. This 
theory is based upon optimization theory involving vectors

• The strategy begins with sets of given labeled training data. Assume that the vector 
𝐱 describe the form of the input data sets. There is much freedom in the form of the 
selected input data

• The output vector 𝐲 describes the information desired by human users

• The backpropagation technique is an iterative approach based on gradient descent 
methods. Fundamentally, an initial guess for the solution is selected, which is often 
based on random weights. Then, gradient descent techniques are used to compute 
the updated weights for each iteration
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Statistical and Probability Theory



Probability Density Functions
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A Priori Target Likelihood
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Summary

• We briefly discussed important mathematical foundation necessary for 
artificial intelligence and machine learning (AI/ML)
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